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Abstract. We investigated whether a digital human applicant gener-
ated by a combination of posture prompts and additional text prompts
elicited a good or bad first impression during an interview in a virtual
space. Existing analytical studies have not evaluated whether a combi-
nation of posture prompts and additional text prompts can improve an
interviewer’s first impression of a digital human applicant in an interview
setting. To examine this issue, we generated images of digital human ap-
plicants by combining the presence or absence of posture prompts and
the presence or absence of additional text prompts. We conducted subjec-
tive assessments in which participants simulating interviewers in a virtual
space reported their first impressions of the images. The experimental
results demonstrated that interviewers’ first impressions of a digital hu-
man applicant generated by combining posture prompts and additional
text prompts were better than their first impressions of a digital human
applicant generated without prompts.

Keywords: Digital human · First impression · AI image generator ·
Text prompt · Posture prompt.

1 Introduction

The use of digital humans in virtual interviews has attracted attention in recent
years [10, 2, 11, 3, 7]. In the current study, digital human refers to an entity in
a virtual space that realistically imitates the appearance and behavior of a real
person. The use of digital humans is designed to help interactions in virtual
interviews feel natural. Like interviews in real space, interviews in virtual space
generally involve an applicant and an interviewer. An application [10, 2] involving
digital humans for interview training in virtual space was proposed in a previous
study, and an analytical study [11, 3] examined the use of a digital human as an
interviewer. These innovations could potentially enable people with disabilities
to practice interviews by interacting with a digital human interviewer. A more
recent study [7] examined a paradigm in which an interviewer interacted in
a virtual space with a digital human applicant representing a real person but
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exhibiting different “physical” characteristics. As in that study [7], the current
study examined a case in which the appearance of a digital human applicant
differed from that of the real person it represented.

In real-world interviews, an interviewer’s first impression of an applicant is
often an essential factor influencing their decision-making [5]; this is also the
case in virtual space interviews in which the interviewer’s first impression is of a
digital human applicant. The appearance of a digital human applicant, therefore,
may play an important role in determining the interviewer’s first impression.
Various techniques have previously been proposed to generate digital humans
for virtual spaces, typically using designer-created 3D models. In recent years,
services such as MetaHuman1 and Avatar Cloud Engine2 have been launched to
generate digital humans that closely resemble real-world humans.

In both virtual space and real-world interviews, the interviewer should be
able to see the applicant’s entire body, from the feet to the head, to facilitate
a good first impression. In a virtual space interview, it is often preferable that
the digital human applicant’s whole-body appearance is similar to that of a real-
world human. The services mentioned above emphasize the realism of the face
and hair and generate digital humans focusing on the upper body.

In the current study, we considered the use of artificial intelligence (AI)-based
image generation such as Stable Diffusion [9] and DALL-E [8] to generate the
whole-body appearance of digital human applicants. When using AI-based image
generators, text prompts are generally employed on a trial-and-error basis. Basic
text prompts describing a person’s characteristics, clothing, posture, and con-
text are often used, and additional prompts describing supplementary elements
are commonly used to modify the generated image results. However, properly
controlling the digital human applicant’s posture using only text prompts is
time-consuming and difficult. We aimed to generate posture-controlled images
by providing posture prompts using ControlNet [13]. To the best of our knowl-
edge, no previous studies have investigated whether the combination of posture
and text prompts can improve the first impression of a digital human applicant
in an interview setting.

The current study involved subjective assessments of the first impression of
an applicant’s image generated by a combination of posture and text prompts,
assuming an interview in a virtual space. Figure 1 shows the aim of this paper.
Specifically, we investigated the following hypothesis H1 under the condition that
basic text prompts are commonly used to describe a person’s characteristics,
clothing, posture, and context when generating images.

H1 : In the virtual space, an interviewer perceives a good first impression from
a digital human applicant’s image when it is generated by a combination
of posture prompts that control the applicant’s posture and additional text
prompts that modify the generated results.

1 https://www.unrealengine.com/metahuman
2 https://developer.nvidia.com/ace
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Fig. 1. The aim of this paper.

To investigate hypothesis H1, we generated stimulus images of digital human
applicants with and without posture prompts, and with and without additional
text prompts. We conducted a subjective assessment by instructing participants
to simulate an interviewer in a virtual space, and to report whether their first
impression of the digital human image was good or bad. The experimental results
showed that the digital human applicants combined with the posture prompt
and the additional text elicited a better first impression than the digital human
applicants without the posture prompt.

2 Experimental design for subjective assessment

2.1 Overview

We used a subjective assessment method to investigate whether a virtual space
interviewer perceived a good first impression from images of digital human ap-
plicants generated by a combination of posture prompts and additional text
prompts. In this experiment, we generated digital humans representing appli-
cants by combining the presence or absence of posture prompts and additional
text prompts, while providing basic text prompts. We conducted subjective as-
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sessments, in which participants, simulating interviewers in a virtual space, eval-
uated their first impression of the digital human applicants as good or bad.

In preparing the stimulus images, we set the conditions for combining prompts
to generate digital humans as follows:

C1: without posture prompts or additional text prompts

C2: with posture prompts and without additional text prompts

C3: without posture prompts and with additional text prompts

C4: with both posture prompts and additional text prompts

The details of the prompts used are described in Section 2.2, and the procedure
for generating the stimulus images is outlined in Section 2.3.

In the subjective assessment, participants simulating interviewers assessed
their first impressions of the digital human applicants. The participants were
equipped with a head-mounted display (HMD) and presented with the stimulus
images in a virtual space. Participants were asked to report their first impression
of the digital human applicants shown in the stimulus images. The participants
were instructed to assume that the digital applicants were Japanese individuals
engaged in job hunting and entrance examinations. Details of the participants
are described in Section 2.4, the experimental setup is outlined in Section 2.5,
and the experimental procedure is detailed in Section 2.6.

2.2 Prompts for generating stimulus images

Text prompts The basic text prompts and additional text prompts used to
generate the stimulus images are explained below. Table 1 shows the basic text
prompts. These prompts included words that describe the characteristics, cloth-
ing, posture, and context of the person. Specifically, the digital human was de-
scribed as being Japanese, wearing a business suit, and seated in a chair. Ad-
ditionally, text prompts were included to ensure that the entire body of the
applicant, from feet to head, was visible to the interviewer. Text prompts were
also included to output images that the generative AI would evaluate as high
quality. We incorporated text prompts indicating a plain background to sup-
press the inclusion of unspecified elements in the images. We represented the
applicants in two variations (male and female) and prepared separate basic text
prompts for each.

Table 2 shows the additional text prompts. The digital humans generated
using only the basic text prompts exhibited variations in expression, hand po-
sition, and gaze. Specifically, the expressions of the digital humans ranged from
smiling to stern, while hand positions varied between being crossed on the knees
and hidden behind the body. The gaze also varied, with some looking straight
ahead and others looking to the side. To improve the first impression of the
digital humans, we also included words in the additional text prompts to control
for a smiling expression, hands resting on the knees, and gaze directed forward.
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Table 1. Basic text prompts used for generating stimulus images.

Basic text prompts
(Male applicant)

full-body, best-quality, realistic,
a- 20-year-old-Japanese-man, wearing-black-
business-suit, derby-tie, seated-posture-on-a-
folding-chair, no-background

Basic text prompts
(Female applicant)

full-body, best-quality, realistic,
a-20-year-old-Japanese-woman, wearing-
black-business-suit, seated-posture-on-a-
folding-chair, no-background

Table 2. Additional text prompts used for generating stimulus images.

Additional text prompts smile, hands-on-lap, look-at-viewer

Posture prompts The posture prompts used to control the posture of the digi-
tal humans in the stimulus images are explained below. First, subjects simulating
applicants for the interview were photographed to obtain images of individuals.
Next, the posture was estimated from the obtained images, which were then used
as posture prompts. Figure 2 shows examples of the individual images and the
posture prompts. When taking the photographs, the subjects were instructed to
assume a posture that they thought would make a good impression on an in-
terviewer if they were the applicants. Images of three male applicants and three
female applicants were prepared respectively. Figure 2(a) shows an example of a
male applicant. Figure 2(b) shows an example of a female applicant. OpenPose [4]
was used to estimate the postures. Figure 2(c) shows an example of the posture
prompts derived from the individual images. For males, the posture prompts
often indicated sitting with a straight back and feet shoulder-width apart. For
females, the posture prompts frequently indicated sitting with a straight back
and feet together. We used ControlNet [13] to provide the posture prompts to
the AI model.

2.3 Procedure for generating stimulus images

The procedure for generating the stimulus images is explained below. Following
the conditions set in Section 2.1, images of digital human applicants were gen-
erated by combining the presence or absence of posture prompts and additional
text prompts. Figure 3 shows examples of these images. We used Stable Diffu-
sion [9] as the AI-based image generator. We used Beautiful Realistic Asians3 for
the AI model. For the stimulus images presented to the participants, 12 images
were selected for each of the four conditions set in Section 2.1. The breakdown
included six images of male applicants and six images of female applicants. The
total number of stimulus images presented to each participant was calculated as
6 (images) × 2 (genders) × 4 (conditions) = 48 images. Images in which the

3 https://civitai.com/models/25494/beautiful-realistic-asians
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(b) Male applicant

Posture promptHuman image

(c) Female applicant

Posture promptHuman image

(a) Posture prompts

Male applicants (four 
individuals)

Female applicants (four 
individuals)

Fig. 2. Posture prompts obtained using a body keypoint detection technique from
images of humans.

applicant’s body was out of the frame or where elements specified in the text
prompts were not reflected were excluded from the experiment.

2.4 Participants

Fifteen Japanese students (14 male and one female, with an average age of 23.9±
2.8 years) participated in the subjective assessment. On observing the digital
human applicant in the stimulus image, participants were asked the following
questions:

Q1: Do you feel a good first impression of the applicant?
Q2: Do you feel a bad first impression of the applicant?

Participants responded on a 5-point scale (5: yes, 4: likely yes, 3: neutral, 2:
likely no, 1: no). Before conducting the subjective assessment, the participants
were instructed to imagine specific interview scenarios, such as job interviews or
entrance examinations, and to respond to the impressions of the digital human
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(a) C1: without posture prompts or additional text prompts

(b) C2: with posture prompts and without additional text prompts

(c) C3: without posture prompts and with additional text prompts

(d) C4: with both posture prompts and additional text prompts

Fig. 3. Examples of stimulus images of digital human applicants created under condi-
tions C1 to C4.
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Fig. 4. Experimental setting.

applicants as if they were the interviewers themselves. We thoroughly explained
the disadvantages of the subjective assessment to the participants and obtained
their consent on a form before performing this assessment.

2.5 Setting

Figure 4 demonstrates the setup for displaying the stimulus images to the partic-
ipants. We used an HMD (VIVE Pro Eye) to construct a virtual space simulating
an interview. The participants were instructed to wear the HMD and sit 80 cm
away from the base station. The stimulus images were displayed on a screen in
the virtual space. To reduce subject fatigue due to visual strain, the viewing
distance was secured by setting a large virtual screen. Specifically, the height
of the screen was set to 9 meters and the width was set to 16 meters. The dis-
tance from the participant’s viewing position to the screen was also set to 9
meters. A controller, used for answering questions, was placed in the hands of
the participants.

2.6 Experimental procedures

The procedure for providing stimuli to the participants was as follows:

P1 : The questions and the method of answering were explained to the partici-
pants.

P2 : The reference image was displayed for 2 seconds.

P3 : The stimulus image was displayed for 9 seconds.

P4 : The participants were asked to answer questions Q1 and Q2.

P5 : The procedures P2 to P4 were repeated until the participants completed
their responses for all 48 stimulus images.
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(a) Reference image

(c) Questions and subjective scores

(b) Stimulus image

Fig. 5. Examples of screens seen by participants when wearing the HMD.

Figure 5 shows an example of the screen displayed on the virtual screen. In
P2, to help participants understand the timing of the stimulus image display, a
reference image, as shown in Figure 5(a), was displayed beforehand, and they
were instructed to focus on the center of a randomly displayed white cross on
the screen. In P3, one stimulus image, as shown in Figure 5(b), was displayed for
9 seconds. A random selection was made from the 48 stimulus images without
duplication. The position of the stimulus image on the display was randomized
to avoid center bias [1]. In P4, questions and subjective scores, as shown in
Figure 5(c), were displayed. Questions Q1 and Q2 were presented one at a time
in a random order. The participants selected their responses to each question
using the controller in their hands.

3 Experiments

3.1 Two-way ANOVA

We evaluated hypothesis H1, which predicted that the virtual interviewers would
feel a good first impression from the images of digital human applicants generated
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Table 3. The results of the analysis of variance (ANOVA) conducted on the subjective
scores obtained from questions Q1 and Q2.

Question Factor DoF F value p value Main effect Interaction

Q1

Posture prompts 1 255.69 < .001 Present -
Additional text prompts 1 48.38 < .001 Present -

Posture prompts ×
Additional text prompts

1 35.48 < .001 - Present

Q2

Posture prompts 1 247.25 < .001 Present -
Additional text prompts 1 15.41 < .001 Present -

Posture prompts ×
Additional text prompts

1 13.75 < .001 - Present

by the combination of posture prompts and additional text prompts. We used
the subjective scores obtained from 15 participants in the procedure P4 of Sec-
tion 2.6 for hypothesis testing. We applied the aligned rank transform [12] to the
subjective scores from questions Q1 and Q2, and conducted a two-way ANOVA
with repeated measures. Table 3 shows the results of the ANOVA. For Q1, signif-
icant main effects were observed for the posture prompt (F = 255.69, p < .001)
and the additional text prompt (F = 48.38, p < .001). Additionally, an inter-
action effect was found (F = 35.48, p < 0.001). For Q2, significant main effects
were also observed for the posture prompt (F = 247.25, p < .001) and the ad-
ditional text prompt (F = 15.41, p < .001), along with an interaction effect
(F = 13.75, p < .001). Interaction effects were observed for both Q1 and Q2,
indicating that the combination of posture prompts and additional text prompts
significantly changed the interviewers’ first impression of the digital human ap-
plicants.

We conducted the Wilcoxon signed-rank test as a test for simple main effects.
Table 4 shows the results of the simple main effect tests for the posture prompt.
In the table, DoF indicates the degrees of freedom. For Q1, the simple main
effect of the posture prompt was observed in both the presence and absence of
the additional text prompt. Similarly, for Q2, the simple main effect was also
observed in both cases. Table 5 shows the results of the simple main effect tests
for the additional text prompt. For Q1, a simple main effect was observed when
the posture prompt was present; however, no simple main effect was found when
the posture prompt was absent. In Q2, the same pattern was observed, with a
simple main effect when the posture prompt was included, but not when the
posture prompt was not included.

3.2 Average subjective scores

To examine how the effects of posture prompts and additional text prompts were
reflected in the subjective scores obtained from the procedure P4 of Section 2.6,
we divided the subjective assessment results on the basis of the presence or
absence of posture prompts and additional text prompts, and calculated the av-
erage subjective scores for each category. Specifically, we calculated the average
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Table 4. The simple main effects of additional text prompts.

Question Factor DoF p value Simple main effect

Q1
w/o additional text prompts 1 < .05 Present
w/ additional text prompts 1 < .05 Present

Q2
w/o additional text prompts 1 < .05 Present
w/ additional text prompts 1 < .05 Present

Table 5. The simple main effects of additional text prompts.

Question Factor DoF p value Simple main effect

Q1
w/o posture prompts 1 ≥ .05 Absent
w/ posture prompts 1 < .05 Present

Q2
w/o posture prompts 1 ≥ .05 Absent
w/ posture prompts 1 < .05 Present

subjective scores for the stimulus images generated under conditions C1 and C3
for the absence of posture prompts, as described in Section 2.1. For the presence
of posture prompts, we calculated the average subjective scores for the stimulus
images generated under conditions C2 and C4. Similarly, we calculated the av-
erage subjective scores for the stimulus images generated under conditions C1
and C2 in the absence of additional text prompts. In the presence of additional
text prompts, we calculated the average subjective scores for the stimulus images
generated under conditions C3 and C4. Additionally, we applied the Wilcoxon
signed-rank test to the subjective scores to determine whether there were signif-
icant differences in the average scores on the basis of the presence or absence of
prompts.

Figure 6(a) shows the average subjective scores obtained from question Q1,
in which higher scores indicate that the interviewers felt a better first impres-
sion. A significant difference in the average subjective scores was observed on
the basis of the presence or absence of posture prompts (p < .001). Similarly,
a significant difference in the average subjective scores was also found on the
basis of the presence or absence of additional text prompts (p < .001). In cases
where posture prompts were present, the average subjective scores were higher
compared with those when they were absent. Likewise, when additional text
prompts were present, the average subjective scores were higher compared with
those when they were absent.

Figure 6(b) shows the average subjective scores obtained from question Q2, in
which higher scores indicate that the interviewers had a worse first impression. As
with (a), a significant difference in the average subjective scores was observed on
the basis of the presence or absence of posture prompts (p < .001). Additionally,
a significant difference in the average subjective scores was found on the basis
of the presence or absence of additional text prompts (p < .001). In this case,
the average subjective scores were higher when posture prompts were absent
compared with those when they were present. Similarly, the average subjective
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Fig. 6. Average subjective scores for Q1 and Q2.

scores were higher when additional text prompts were absent compared with
those when they were present.

The observation that the average subjective score for Q1 increased and the
average subjective score for Q2 decreased when prompts were used compared
with the scores when they were not suggests that using posture prompts and
additional text prompts improved interviewers’ first impressions of the digital
human applicants.

3.3 Discussion

The results described in Section 3.1 and 3.2 indicated that digital human appli-
cants with combined posture prompts and additional text prompts elicited bet-
ter first impressions than digital applicants without the prompt combinations.
It cannot be concluded that providing an additional text prompt improves the
first impression when a posture prompt is absent, which highlights a negative
finding. However, the current findings indicated that combining posture prompts
and text prompts leads to a better first impression. Thus, when there is no op-
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portunity for adjustment through additional text prompts, prioritizing posture
control through posture prompts may be more effective for enhancing the first
impression of a digital human applicant.

4 Additional experiment: Evaluation when changing
impression words in questions

4.1 Overview

To deepen the exploration of first impressions, we conducted an additional exper-
iment. The experiment described in Section 3 indicated that combining posture
prompts with additional text prompts improved the first impression of the digi-
tal human applicants. In this additional experiment, we investigated what other
impressions the interviewer might feel regarding the digital human applicants,
in addition to their overall impression. To this end, we evaluated the following
hypothesis (H2) regarding the digital human generated using a combination of
posture prompts and additional text prompts:

H2 : The subjective scores given by participants simulating interviewers differ
on the basis of the impression words included in the questions.

4.2 Experimental conditions

We used images of the digital human applicant generated under condition C4
(with posture prompts and additional text prompts) as stimulus images. To
inquire about impressions other than the overall impression, we prepared the
following five additional questions:

Q3: Do you feel that the applicant is curious?
Q4: Do you feel that the applicant is sincere?
Q5: Do you feel that the applicant is sociable?
Q6: Do you feel that the applicant is cooperative?
Q7: Do you feel that the applicant is nervous?

On the basis of the Big Five personality traits [6], we included impression words
in the questions that could serve as decision-making criteria for the interviewer’s
evaluation, considering aspects such as personality, attitude, and communica-
tion skills. Ten participants (nine males and one female, with an average age
of 23.7±3.1 years, all Japanese) participated in this additional experiment. All
other experimental conditions were kept the same as in Section 2.

4.3 Results

We calculated the average subjective scores for the stimulus images for each
question. Additionally, we performed the Steel-Dwass test as a multiple com-
parison method. The results are illustrated in Figure 7. Comparing the average
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Fig. 7. Average subjective scores for each question from Q3 to Q7.

subjective scores among Q3 to Q7, Q5 (sociable) had the highest score, while
Q7 (nervous) had the lowest. A significant difference was observed between the
average subjective scores of Q5 and Q3 (p < .01). Similarly, a significant differ-
ence was found between Q5 and Q4 (p < .01). Significant differences were also
found between Q3 and Q6, as well as Q7 (p < .01). However, no significant dif-
ferences in average subjective scores were found between Q3 and Q4, or between
Q5 and Q6. These results suggest that a digital human generated using a combi-
nation of posture prompts and additional text prompts is more likely to convey
an impression of sociability rather than curiosity, sincerity, or cooperativeness.
Additionally, it may be possible to avoid giving an impression of nervousness.

5 Conclusions

In the current study, we performed a subjective assessment of first impressions
of a digital human applicant generated by a combination of posture prompts and
text prompts, assuming a virtual interview setting. The results indicated that
first impressions of digital human applicants with combined posture prompts and
additional text prompts were better than first impressions of digital applicants
without such combinations.

In future work, we will investigate which posture and word prompts influence
first impressions most strongly, and will consider methods for selecting effective
posture and text prompts. Additionally, assuming a virtual interview, we will
expand subjective assessments to include both interviewers’ first impressions and
their overall impressions throughout the interview.
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