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Abstract. We investigate how to probabilistically describe the distri-
bution of gaze with respect to body parts when an observer evaluates
impression words for an individual in an image. In the field of cognitive
science, analytical studies have reported how observers view a person in
an image and form impressions about him or her. However, a probabilis-
tic representation of their gaze distributions has not yet been discussed.
Here, we represent the gaze distribution as a conditional probability ac-
cording to each body part. To do this, we measured the gaze distribution
of observers performing a task that consists of assessing an impression
word. We then evaluated whether these distributions change with respect
to the impression word and body part specified in the task. Experimental
results show that the divergences between the conditional probabilities
of gaze distributions are large when the impression words or body parts
of the task are changed.
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· probability

1 Introduction

A person’s impression is important in large, formal occasions, such as weddings
and parties. For example, when we attend a wedding ceremony, we take care to
make an impression on the attendees that is appropriate for the occasion. In this
paper, we analyze the impressions made by individuals in images photographed
in formal scenes. We assume that observers are seeing these individuals for the
first time.

We consider several words that describe the impressions made by people
photographed in formal scenes, such as “beautiful,” “cute,” “clean,” “elegant,”
and “friendly.” When observers are asked about these impression words while
looking at an image of a person, many observers are likely to provide the same
responses. For example, if we ask observers whether the person shown in Fig. 1(a)
is beautiful, we assume that many observers will respond that she is beautiful
and some will respond that she is not. Suppose that we ask whether the person in
the image shown in Fig. 1(b) is clean. “Clean,” like “beautiful,” is an impression
word, so we should obtain similar results.
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Fig. 1. Examples of observers evaluating whether an impression word describes a per-
son in an image

Here, we focus on a technique that automatically predicts the impression
words that describe individuals in images. To do this, machine-learning and
deep-learning techniques are usually applied. In recent years, methods that incor-
porate the gaze distribution of image observers into machine- and deep-learning
techniques have emerged [4, 8, 12, 11, 5, 10, 6]. These existing methods should im-
prove the prediction accuracy in practice even when a large number of training
samples cannot be collected. However, these existing methods do not consider
how to handle the gaze distribution in terms of impression words in machine-
and deep-learning techniques.

In cognitive science, several analytical studies [7, 1, 2, 9] have reported how
observers view an image of a person and form impressions of him or her. In
these analytical studies, observers were given the task of evaluating their im-
pression words with respect to the image of a person, and their gaze locations
were measured. The results showed that the observers spatially located their
gaze on various body parts, mainly the face. The results also showed that gaze
locations change depending on the impression words given in the task. However,
these analytical studies did not discuss how to incorporate the gaze distribution
measured from observers into practical applications that perform impression
evaluation tasks using machine- and deep-learning techniques. The gaze distri-
bution should be represented probabilistically when applying these techniques.

To achieve this, we propose a method for probabilistically representing the
gaze distribution that indicates which body parts are frequently viewed when
observers evaluate an impression word for a body part in an image of a person.
We also investigate whether there are differences in the probability distributions
of impression words by measuring the gaze locations of observers.

2 Measurement of the gaze locations of observers

To investigate whether the probabilistic representation of gaze distribution would
be of value if incorporated into machine- and deep-learning techniques, an im-
pression predictor should be constructed and its prediction accuracy should be
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Fig. 2. Settings for measuring the gaze distribution.

evaluated. However, the prediction accuracy will not be improved if the gaze dis-
tribution does not change depending on the impression word. In this paper, we
first investigate whether the gaze distribution varies by evaluating a probabilistic
representation. For our investigation, we hypothesize the following:

– Gaze distribution changes when tasks with different impression words and
different body parts are given to the participants.

In our investigation, we assigned observers six tasks (T = {t1, ..., t6}) in which
they evaluated impression words for formal scenes to measure the observers’ gaze
locations. The tasks are as follows:

– t1: Do you feel the person’s hands are beautiful?
– t2: Do you feel the person’s hands are clean?
– t3: Do you feel the person’s hands are cute?
– t4: Do you feel the person’s feet are beautiful?
– t5: Do you feel the person’s feet are clean?
– t6: Do you feel the person’s feet are cute?

The participants answered yes or no for each stimulus image in each task.
Twenty-four participants (12 males and 12 females, average age 22.4 years,
Japanese students) participated in the study.

Figure 2 shows the settings for measuring the gaze distribution of the par-
ticipants. We used a measurement device (Gazepoint GP3 HD) and a 24-inch
display for gaze location recording. Figure 3 shows a subset of the 96 stimulus
images of people used in our experiments. In all stimulus images, the whole body
is contained and the posture of the person is unrestricted. Our method repre-
sents the frequency of gaze locations in terms of each body part b of the subject
in the stimulus image as a conditional probability of each task t. Figure 4 shows
the body parts b1, . . . , b12 used for computing the conditional probability.

3 Probabilistic representation of gaze distribution

3.1 Pixel-attention probability for each stimulus image

We consider a probability that represents how many gaze locations are concen-
trated on each pixels of a stimulus image when a task t is given to a participant.
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Fig. 3. Example stimulus images Xx of people.
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Fig. 4. Body parts b1, . . . , b12 used for computing the body-part attention probability.

In this study, a stimulus image is represented as a set of pixels Xx. Suppose that
a gaze location is measured at location (pixel) xf from participant i when a
certain frame f is shown. We represent the probability as follows:

p(xj |t, i,Xx, f) = N (xj |xf ,Σ), (1)

where N (xj |xf ,Σ) is a bivariate normal distribution with mean vector xf

and covariance matrix Σ. Note that this representation satisfies as follows:∑
xj∈Xx

p(xj |t, i,Xx, f) = 1.
When gaze is measured, gaze locations will not be observed for some frames

because of eye blinks or noise. As a result, the total number of frames varies in
each gaze location recording. We use Fti to denote the set of frames in which
gaze locations are measured from a participant i performing task t. Here, we
marginalize the probability using all frames Fti as follows:

p(xj |t, i,Xx) =
∑

f∈Fti

p(xj |t, i,Xx, f)p(f). (2)

We approximate p(f) using a uniform distribution 1/Fti as follows:

p(xj |t, i,Xx) =
1

Fti

∑
f∈Fti

p(xj |t, i,Xx, f), (3)

where Fti is the number of frames of set Fti. Note that this probability satisfies∑
xj∈Xx

p(xj |t, i,Xx) = 1.

Next, we marginalize probability p(xj |t, i,Xx) according to the set of partic-
ipants It performing task t as follows:

p(xj |t,Xx) =
∑
i∈It

p(xj |t, i,Xx)p(i). (4)
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We approximate p(i) by uniform distribution 1/It as follows:

p(xj |t,Xx) =
1

It

∑
i∈It

p(xj |t, i,Xx), (5)

where It is the number of participants in set It. Note that this equation satisfies∑
xj∈Xx

p(xj |t,Xx) = 1. We call p(xj |t,Xx) the pixel-attention probability.
Note that the people in the stimulus images have different postures, which

means that their body regions are not aligned. Thus, pixel-attention probability
can only handle a single stimulus image Xx. In the next section, we describe a
probabilistic representation that focuses on body parts to compare the proba-
bilities among various stimulus images.

3.2 Body-part attention probability

We define a probability that represents how many gaze locations are concentrated
on body part b when participants observe stimulus image Xx in task t as follows:

p(b|t,Xx) =
∑

xj∈Xx

p(b|xj , t,Xx)p(xj |t,Xx). (6)

However, it is difficult to obtain this probability directly from the outputs of
gaze measurements. We assume that a smaller distance between the measured
gaze location and the body-part location means the probability that the gaze
is located on that body part is higher. We assume p(b|xj , t,Xx) ∝ N (xj |xb,Σ)
with the following:

p(b|t,Xx) =
∑

xj∈Xx

N (xj |xb,Σ)p(xj |t,Xx), (7)

where xb is the location for body part b, N (xj |xb, andΣ) is a bivariate normal
distribution with mean vector xb and covariance matrix Σ. Note that this equa-
tion satisfies

∑
b∈B p(b|t,Xx) = 1, where B = {b1, . . . , b12} is the set of body

parts.
Next, we calculate the probability p(b|t) that gaze is located on body part b

for a given task t. We marginalize the probability using a set of stimulus images
X as follows:

p(b|t) =
∑
Xx∈X

p(b|t,Xx)p(Xx). (8)

We approximate p(Xx) using uniform distribution 1/X as follows:

p(b|t) =
1

X

∑
Xx∈X

p(b|t,Xx), (9)

where X is the number of stimulus images. We call p(b|t) the body-part attention
probability.
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Table 1. Body-part attention probabilities of body parts in the tasks for hands or
feet.

Body part
Body-part attention probability (%)

Hands pt1,2,3
Feet pt4,5,6

Nose 16.73 12.73

Right shoulder 9.42 3.06

Left shoulder 10.42 3.16

Right elbow 8.35 2.55

Left elbow 9.46 2.24

Right wrist 17.00 3.98

Left wrist 16.61 4.66

Waist 7.93 13.54

Right knee 1.60 16.04

Left knee 1.48 18.90

Right toes 0.49 8.95

Left toes 0.51 10.19

4 Experimental results

We first computed the body-part attention probability for the hands with pt1,2,3 =
(p(b|t1) + p(b|t2) + p(b|t3))/3 using tasks t1, t2, and t3. We also computed it for
the feet with pt4,5,6 = (p(b|t4) + p(b|t5) + p(b|t6))/3 using tasks t4, t5, and t6.
Table 1 shows the body-part attention probabilities of the body parts under
these two conditions (hands or feet). For pt1,2,3 , the right and left wrists, which
are adjacent to the hands, have higher probabilities than all other parts of the
body except for the nose. For pt4,5,6 , the lower body parts (waist, knees, and
toes) have higher probabilities than the upper body parts (shoulders, elbows,
and wrists). We believe that when a body part is included in the task, it is more
likely that the participant’s gaze is drawn to the body part itself in the task. We
also believe that even if the face (nose) is not explicitly included in the task, the
participants frequently look at the face.

Next, we computed the body-part attention probability for “beautiful” with
pt1,4 = (p(b|t1) + p(b|t4))/2 using tasks t1 and t4. We computed it for “clean”
with pt2,5 = (p(b|t2) + p(b|t5))/2 using tasks t2 and t5. We also computed it for
“cute” with pt3,6 = (p(b|t3) + p(b|t6))/2 using tasks t3 and t6. Table 2 shows
the probabilities with respect to the impression words in the tasks (“beautiful,”
“clean,” or “cute”). In pt1,4 , the gaze is likely to be drawn to the wrists, waist,
and knees when “beautiful” is evaluated. In pt2,5 , the gaze is strongly drawn
to the nose when “clean” is evaluated. Additionally, in pt3,6 , the gaze is drawn
to the nose and wrists when “cute” is evaluated. We confirmed that there is
a tendency for the frequencies of the body parts viewed by the participants to
change if the impression word in the task is changed.

Next, we compared how similar the gaze distributions for different impres-
sion words were in pt1,4 , pt2,5 , and pt3,6 . To achieve this, we computed the
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Table 2. Body-part attention probabilities for the impression words “beautiful,”
“clean,” and “cute.”

Body part
Body-part attention probability (%)

Beautiful pt1,4 Clean pt2,5
Cute pt3,6

Nose 9.46 21.55 13.18

Right shoulder 4.99 7.74 5.98

Left shoulder 5.42 8.39 6.56

Right elbow 4.77 6.00 5.58

Left elbow 5.86 5.84 5.85

Right wrist 11.44 9.10 10.93

Left wrist 11.20 9.07 11.65

Waist 12.77 10.43 9.00

Right knee 11.60 5.96 8.90

Left knee 12.85 8.04 9.69

Right toes 4.45 3.86 5.85

Left toes 5.19 4.02 6.83

distances between the conditional probability distributions of the tasks using
the Jensen–Shannon (JS) divergence [3]. The JS divergence between “beau-
tiful” pt1,4 and “clean” pt2,5 was DJS(pt1,4 ||pt2,5) = 2.52. The JS divergence
between “clean” pt2,5 and “cute” pt3,6 was DJS(pt2,5 ||pt3,6) = 1.25. The JS di-
vergence between “cute” pt3,6 and “beautiful” pt1,4 was DJS(pt3,6 ||pt1,4) = 0.69.
To understand the meaning of these divergence values, we calculated the differ-
ences in the gaze distributions of male and female participants. We obtained
DJS(pmen||pwomen) = 0.43. We found that the differences in the body-part
attention probabilities with respect to impression words were larger than the
differences caused by the gender of the participants. We believe that there is a
tendency for the conditional probabilities of gaze on body parts to differ with
respect to impression words in formal scenes. Although we have not yet reached
the level of incorporating gaze distribution into practical applications, our main
contribution is the development of a probabilistic representation of the gaze
distribution, which is a fundamental technique that is essential for these appli-
cations.

5 Conclusions

We proposed a method for representing a probability that indicates which body
parts are frequently viewed when observers evaluate impression words in stimu-
lus images. The experimental results show that the combinations of impression
words and body parts contained in the tasks change the values of the JS diver-
gence between conditional probabilities, which means the observers focus their
gaze on different body parts of an individual in an image for each task. In fu-
ture work, we intend to develop a method for predicting impression words using
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machine- and deep-learning techniques using our probabilistic gaze representa-
tion.
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