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Abstract. We investigate whether the behavior of pointing at a map
by an image-based avatar helps a user understand a route in an image-
based avatar navigation system. We also evaluate whether this behavior
is preferred by the user. Existing avatar-based methods inform the user of
a route by this behavior while talking. However, the existing methods do
not consider how to incorporate a map. Thus, we consider how to inform
the user of a route using an image-based avatar that indicates the route
by pointing at a map. In the experiments, after users interacted with
the system, we conducted a route depiction test to determine whether a
user was able to correctly understand the route on a map and performed
a questionnaire-based subjective assessment to determine whether the
user liked the image-based avatar system. The results of the experiments
show that the pointing behavior significantly increased the likeability of
the system but did not help the user understand the route.

Keywords: Navigation system, Hand pointing, Image-based avatar, Route
depiction test, Questionnaire

1 Introduction

An interaction system with a life-size display has many potential applications. In
particular, there is a demand for a system that uses an image-based avatar [1, 2,
3, 4, 5] to smoothly communicate with users. The avatar provides good usability,
such when talking about past experiences [1] or acting as a guide at a museum [2].
This paper discusses a route navigation system that uses an image-based avatar
for intuitive interaction, that is, as if a real guide were directing the user, as
illustrated in Figure 1. We assume the scenario of an information center in a
public space, such as a tourist information office.

In the design of a route navigation system [6, 7, 8, 9], the aim is for the user
to understand the explanation of the route and like using the system. When a
user cannot understand the route, he or she will repeatedly ask about the route
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Fig. 1. Route navigation system that uses an image-based avatar that points at a map.
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Fig. 2. Cycle of route navigation as performed by people.

and then feel uncomfortable using the system. To avoid this problem, we need
to consider the interface between the image-based avatar and user.

When designing a user-friendly interface for route navigation, we aim to
mimic the behaviors of a real guide. The real guide generally directs the user
according the following steps.

S1: The user informs the real guide of the destination.

S2: The real guide understands the destination provided by the user.

S3: The real guide informs the user of the route.

S4: The user understands the route provided by the real guide.

The user’s understanding and liking of the system are determined in the cycle
of informing and understanding, as illustrated in Figure 2. In this cycle, S3 is
important in terms of smoothly satisfying the demands of the user. We thus
focus on developing an interface for S3 using an image-based avatar.

In existing avatar-based methods [10, 11, 12] the avatar informs the user
of the route by pointing while talking from a first-person viewpoint. The use
of the hand for pointing has merit in that it resembles natural communication
among people. However, existing methods have not considered incorporating a
map with a bird’s-eye view. As described in [13], a map is an important part of
helping a user to understand a route. A real guide frequently presents a route



III

by indicating it on a map. We thus tackle the challenging issue of how to control
an image-based avatar so that it presents the route on a map.

To this end, we investigated the hypothesis that an image-based avatar that
indicates a route by pointing at a map helps the user understand it. We also
investigated the hypothesis that an image-based avatar that points is preferred
by the user. After exposing users to the system, we conducted a route depiction
test to determine whether they correctly understood a route on a map, and then
performed a questionnaire-based subjective assessment to determine whether
they liked the system.

The rest of this paper is organized as follows. Section 2 describes our experi-
mental design, Section 3 presents the results of the route depiction test, Section 4
describes the results of the questionnaire-based assessment, and our concluding
remarks are given in Section 5.

2 Experimental design

2.1 Overview

We assumed that a user accesses the route navigation system in an information
center. We explored a scenario in which the user would like to visit some destina-
tions in a particular order in a downtown area. We evaluated the effect when the
image-based avatar describes the route on a map using its finger. Twenty-four
participants (20 males, four females, average age 21.9 years) participated in the
study. The details of our experimental design are described below.

2.2 Route on the map

We generated a fictional map containing 3 × 5 square blocks. Figure 3 shows
examples of the routes on the map. A route consists of a start point, destination
points, and path segments. We randomly set the start point and the destination
points during the experiment for each participant. We used six destination points
so that the user would not easily remember them. In general, a human can
remember 4 ± 1 items in short-term memory time [14]. We believe that using
six destination points is a valid way to keep participants from easily getting full
marks in the route depiction test. Furthermore, we set the paths that connect
the destination points so that they did not cross each other. Note that we fixed
the number of the corners in the paths to 12 to keep the experimental conditions
the same.

2.3 Interface with the image-based avatar

We tested two interfaces as follows:

I1: An image-based avatar with map pointing,
I2: An image-based avatar without map pointing.
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Fig. 3. Examples of the routes, which consist of a start point, destination points, and
path segments on the map.

We generated the video sequences of the interfaces, as illustrated in Figure 4.
Each participant viewed the video sequence of interface I1 or I2 in random
order. The length of each video sequence was 90 s. The sentences and speed of
the avatars speech were the same for both I1 and I2.

Figure 5 shows the setup of the interface using the image-based avatar. Each
participant stood 1.5 m from the display and viewed the video sequences. We
used an 80-inch display with a resolution off 1, 920 × 1, 080 pixels (Sharp PN-
A601) to show the life-sized avatar. We placed the voice speaker (Towa electronic
TW-S7B) behind the display.

2.4 Procedure

To evaluate the hypothesizes for the interfaces, we executed the following pro-
cedure:

P1: We displayed the video sequence of the interface for the participant.

P2: We gave the route depiction test to the participant.

P3: We gave the questionnaire to the participant.
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Fig. 4. Video sequence of the interface using the image-based avatar with and without
map pointing.
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Fig. 5. Setup of the interface using the image-based avatar.

We also gave an easy numerical calculation task to the participant between P2
and P3. We prepared six routes on the map and randomly selected a route when
assessing the interface. The order of interface I1 or I2 was randomly chosen.

3 Route depiction test

3.1 Overview

We prepared a blank map for the participant, as illustrated in Figure 6 (a),
before starting the route depiction test. We slightly shifted the viewpoint of this
blank map with respect to the map displayed in the video sequences of Figure 4.
We asked the participants to depict the start point, destination points, and path
segments at the same scale as displayed in the video sequence. Figures 6 (b) and
(c) show the results of the route depiction test with respect to the ground-truth
of the route illustrated in Figure 6 (d).
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(a) 

(b) (c) 

(d) 

Fig. 6. Examples of the route depiction test. (a) Blank map. (b) and (c) Results of the
route depiction test. (d) Ground-truth.

We evaluated the interfaces using the following three metrics. The first one
was the correctness of the start point and destination points. The second one was
the correctness of the path segments. The third one was the time taken for the
user to complete the depiction. The details of the metrics are described below.

3.2 Metrics in the route depiction test

We first explain the correctness of the start point and destination points. We
evaluated whether a point depicted by the participant in the test was at the
same location as the point displayed in the video sequence. When checking this
correctness, we divided the blocks of the map into 3×3 = 9 regions. Figure 7 (a)
shows an example of the regions in a block. The depicted point was considered
correct when it was more than half-way within the same region as the displayed
point. Figure 7 (b) shows an example of a correct case, and Figure 7 (c) shows an
example of an incorrect case, where the depicted point is shifted by one region.
The maximum number of incorrect points was seven (one starting point and six
destination points).
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Fig. 7. Example of correct and incorrect destinations in the route depiction test. (a)
Regions in the block. (b) Correct case. (c) Incorrect case.

: Depicted path	: Displayed path	

(a)	 (b)	 (c)	

Fig. 8. Example of correct and incorrect path segments in the route depiction test. (a)
Displayed path. (b) Example of a correct case. (c) Example of an incorrect case.

We next explain the correctness of the path segments. We assigned correct-
ness to a path segment when the depicted segment and the displayed segment
were the same. Figure 8 (a) shows an example of a displayed path segment,
Figure 8 (b) shows an example of a correct case, and Figure 8 (c) shows an
example of an incorrect case, where the path between the destination points was
incorrect even though the locations of the points were correct. The maximum
value of path incorrectness was six.

We finally explain the time taken by the user to create the depiction. We
used a stopwatch to record the times when the participant started the test and
when he or she finished.

3.3 Results of the route depiction test

Figure 9 (a) shows the number of incorrect start and destination points for
each interface. Figure 9 (b) shows the number of the participants obtaining
an incorrect answer for each point. We used the Wilcoxon signed-rank test to
determine that there is no significant difference (p<.05) between interfaces I1
and I2.

Figure 10 (a) shows the number of incorrect paths for each interface. Fig-
ure 10 (b) shows the number of the participants obtaining an incorrect path for
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Fig. 9. Results for destination points in the route depiction test.
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Fig. 10. Results for path segments in the route depiction test.

each path segment. We used the Wilcoxon signed-rank test and determined that
there is no significant difference (p<.05) between interfaces I1 and I2.

Figure 11 shows the time taken to depict the route. We used the Wilcoxon
signed-rank test and found that there is no significant difference (p<.05) between
interfaces I1 and I2.

Hence, we cannot claim that the pointing behavior of the image-based avatar
helps the user understand the route.

4 Questionnaire-based subjective assessment

4.1 Items of the questionnaire

After viewing the video sequences of interface I1 or I2, we asked the participant
the following questions:

Q1: Did you like interacting with the avatar?
Q2: Did the avatar provide a navigation service resembling that of a real guide?
Q3: Was it easy to understand where to go on the map?

Each participant provided a rated score using six response levels (1: disagreeable
to 6: agreeable) for each question. We also asked the inverse questions of Q1, Q2,
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Fig. 11. Results of the average time taken to depict the map.

and Q3. The purpose of Q1 was to evaluate the hypothesis that the image-based
avatar that points to the map was more liked by the user. The purpose of Q2
was to check whether the behavior of the avatar in the interface was close to
that of a real guide. The purpose of Q3 was to check whether the user felt that
the avatar that pointed at the map had correctly presented the locations on the
route.

4.2 Results of the subjective assessment

Figures 12 (a) to (c) show the subjective scores of the questionnaire obtained
using the Wilcoxon signed-rank test. In Figure 12 (a), in terms of Q1, there was
a significant difference between I1 and I2. We can hence claim that the image-
based avatar that points at the map is more liked by the user. In Figure 12 (b) in
terms of Q2, there was a significant difference between I1 and I2. We can hence
claim that the behavior of the avatar in interface I1 is closer to that of a real
guide. In Figure 12 (c), for Q3, there was also a significant difference between
I1 and I2. Therefore, we can also claim that the avatar with pointing behavior
makes the user feel that the avatar has correctly presented the locations on the
route.

5 Conclusions

We investigated two hypotheses regarding an interface with an image-based
avatar that points at a map. We evaluated the interface using a route depic-
tion test and a questionnaire-based subjective assessment. We can claim that an
avatar that points at a map significantly increases the likeability of the system,
but we cannot claim that this avatar better helps the user to understand the
route.

In future work, we will expand our assessment of the interactive system and
intend to develop a method to add an explanation of landmarks, as used in [15],
for the our avatar system.
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Fig. 12. Subjective scores of the questionnaire-based subjective assessment.
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