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Abstract

This paper proposes a novel method for recognizing
faces in a cluster of moving people. In this task, there are
two problems caused by motion, which are occlusions, and
changes in facial pose and illumination. Multiple cameras
are used to acquire near-frontal faces to avoid occlusions
and profile faces. The Hierarchical Image-Set Matching
(HISM) creates a distribution for each individual by inte-
grating a set of face images of the same individual acquired
from the multiple cameras. By adopting a method for com-
paring between test and training distributions in identifica-
tion, variation in pose and illumination is alleviated, and
good recognition accuracy can be obtained. Experimental
results using video sequences containing 349 people show
that the proposed method achieves high recognition per-
formance compared with conventional methods, which use
frame-by-frame identification and a distribution obtained
from a single camera.

1. Introduction
Face identification technology can be used to build a se-

curity system that is natural, non-intrusive, and easy to use
[9]. Our goal is to design a security system capable of rec-
ognizing moving people in a cluster by using face images.
In order to obtain high recognition performance, we have
to cope with the following issues : 1. multiple individuals
move in a cluster simultaneously, and 2. facial appearance
varies according to pose and illumination owing to the mo-
tion.

Issue 1, the occlusion problems arise principally in the
case that the system is built using a single camera. If a short
individual comes following after a tall individual, a single
camera sometimes cannot view the face of the short individ-
ual. In this case, a method of detecting faces and tracking
2D position in a single camera e.g. [20] is inapplicable. To
avoid these problems, multiple cameras are used to acquire
face images for each individual as shown in Figure 1. Mul-
tiple cameras can view each face from different positions.

Figure 1. Concept of a security system for moving people in a
cluster. Multiple cameras are used to acquire face images from
moving people to avoid the occlusion problems.

Thus, although a particular camera cannot detect a face ow-
ing to occlusion, multiple cameras increase the probability
of the face being detected near-frontally and without occlu-
sion.

As solutions to issue 2, many face recognition methods
have been proposed e.g. [18, 15]. In these methods, a sin-
gle face image from a single camera is used for test data.
A face image is represented by a vector in a feature space
and is compared with a distribution of training data regis-
tered previously as shown in Figure 2(i). We refer to this as
the frame-by-frame method. In the frame-by-frame method,
false recognition arises frequently because test data is only
a single vector and is easily influenced by variation in pose
and illumination. In other methods for dealing with such
variation, normalization techniques for correcting pose and
illumination have been proposed e.g. [2, 21]. However, it is
difficult to remove the variation completely using a single
face image because of remaining ambiguity. To overcome
this problem, we apply a face recognition method using a
set of face images for test data instead of a single face im-
age described in [16, 24, 1, 3]. In these methods, the vari-
ation is represented by a distribution obtained from a set of
face images using a single camera. A test set is compared
with the distribution of a training set as shown in Figure
2(ii). By incorporating the distribution of test data, the in-
fluence of the variation is alleviated. Thus, the probability
of false recognition is decreased. We refer to this as the
frame-integration method. This paper improves recognition
performance of the frame-integration method using multi-
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Figure 2. Comparison of three identification methods; (i)frame-
by-frame using a single camera, (ii)frame-integration using a sin-
gle camera, and (iii)frame-integration using multiple cameras. A
set of face images has a distribution in a feature space. Similarity
between test and training distributions is significantly less affected
by change in facial pose and illumination than for single test vec-
tors.

ple cameras as shown in Figure 2(iii). Multiple cameras
can acquire many more face images for test data than a sin-
gle camera and estimate a reliable distribution from that.
Therefore, they increase the probability that a test distribu-
tion approaches a training distribution. In order to achieve
the improvement, it is necessary to obtain a set of face im-
ages for each individual under multiple cameras in the sit-
uation where multiple individuals are moving in a cluster
simultaneously: termed issue 1.

This paper proposes a novel method which identifies
moving people using a set of face images generated by
the Hierarchical Image-Set Matching (HISM). And, we
describe a method for comparing sets of face images for
matching accurately. HISM links together face images
of the same individual from multiple cameras using three
matching layers. Layer 1 generates a fragmentary set by
matching face images for a single camera. Layer 2 links
together fragmentary sets to a connected set between cam-
eras. Layer 3 identifies faces using a connected set. The
layers are designed to alleviate variation in pose, illumina-
tion, and the number of individuals for comparison. Figure
3 compares the variation for each layer. In Layer 1, match-
ing of face images is subject to less influence of pose, al-
though there is considerable variation of illumination due to
motion. Although a greater number of individuals are reg-
istered for training data in Layer 3, Layers 1 and 2 compare
a smaller number of candidates using time information be-
cause the number of people moving simultaneously is lim-
ited. In Layer 3, high recognition performance is obtained
due to the effectiveness of the frame-integration method.

The remainder of this paper is organized as follows.
First, Section 1.1 describes previous work. Next, Section 2
describes HISM, and Section 3 describes an improvement
for comparing distributions from sets accurately. Then,

Figure 3. Comparison of the influence of variation for each layer
in HISM. Layer 1 is subject to less influence of pose, although
there is considerable variation of illumination due to motion. Lay-
ers 1 and 2 compare a smaller number of candidates using time
information.

we demonstrate the effectiveness of hierarchical matching
through experiments in Section 4.

1.1. Previous Work

This section describes previous work on recognition of
moving people and discusses the advantages of the pro-
posed method. The methods described in [26, 22, 17] deal
with variation in facial pose due to motion. Yang et al. [26]
proposed a method for extracting frontally posed face im-
ages, Wang et al. [22] proposed a method for estimating
pose using stereo cameras, and Tanaka et al. [17] proposed a
method for synthesizing face images in various poses using
a generic face model. Although they considered variation
in pose, these methods did not consider how to recognize
multiple individuals moving in a cluster simultaneously.

To recognize multiple individuals, [5, 12, 19] used a
tracking algorithm based on estimating exact 3D positions
of each individual using multiple cameras. These meth-
ods have an advantage in that people can move freely in
the area watched by cameras. However, for estimating such
positions these methods require camera calibration which is
time-consuming and makes a security system expensive.

The proposed method can also recognize multiple in-
dividuals moving in a cluster, which is not dealt with in
[26, 22, 17], and alleviate the influence of variation in
pose and illumination by the frame-integration method. For
matching face images, the proposed method uses only a pat-
tern matching method that evaluates similarity between im-
ages and thereby does not require knowledge of 3D object
positions. Thus, unlike [5, 12, 19], strict camera calibra-
tion is not required. The proposed method does not require
high-frame-rate cameras, and is applicable for cameras of
different frame rates. Furthermore, if occlusion arises, it
is unnecessary in the proposed method to consider a state
transition between detecting and tracking.

2. Hierarchical Image-Set Matching (HISM)
This section describes a recognition method for moving

people in a cluster using a set of face images for each indi-



Figure 4. Example of the structure of HISM. The diagram assumes
the case of two people moving in three cameras. xi represents a
face image from each camera. Firstly, xi is matched to a fragmen-
tary set Xi for a single camera in Layer 1 and Xi is translated to
a fragmentary set Yi of Layer 2. Secondly, Yi is matched between
cameras and matched Yi is translated to a connected set Z that is
used for identification in Layer 3.

vidual generated by matching of face images from multiple
cameras. The HISM framework consists of three matching
layers. Figure 4 shows an example structure in the situation
where two people move under three cameras.

2.1. Layer 1 : Matching Within a Camera

Face images are sequentially acquired from each camera.
A face image x from camera index c is defined as

x ≡ {v, c, t} , (1)

where v is a feature vector; t is time when the face image
is obtained. v is generated from a captured image after pre-
processing (i)–(iv). (i) Face regions are detected from cam-
era images by a method using the joint Haar-like features
[10] and AdaBoost. (ii) 14 facial feature points, e.g. pupils,
nostrils, etc., are detected from a face region using combi-
nation of a circular points detection and a pattern matching
method. (iii) Facial pose is corrected to near-frontal direc-
tion by fitting facial feature points to a generic 3D shape
learned from the shapes of many faces[8] . (iv) Illumina-
tion is normalized by applying filter convolution to a pose-
corrected face image for extracting the ratio of albedo[13].
Figure 5 shows the flow of generating a face image. Af-
ter preprocessing, v is obtained by raster-scanning of a face
image in Figure 5(iv).

Layer 1 generates a fragmentary set by matching face
images of the same individual for a single camera. A frag-
mentary set Xi of Layer 1 is defined as

Xi ≡ {x1, . . . , xm} , (2)

Figure 5. The flow of generation of a face image alleviating the
variation.

where i is the label of a fragmentary set; m is the number
of face images in Xi. The face images of Xi are acquired
from the same camera. Let nc be the number of fragmentary
sets stored in Layer 1 for camera c by current time. If a
new face image xnew is acquired, then xnew is added to the
fragmentary set Xl of label l as

Xl ⇐ {xnew} ∪Xl . (3)

In order to determine l, a similarity Si between xnew and
Xi is evaluated as

l =

{
argmax

i
{Si | i = 1, . . . , nc} Smax ≥ α1

nc + 1 otherwise
, (4)

where α1 is a threshold; Smax is max{Si | i = 1, . . . , nc}.
If Smax is less than α1, then a new label nc +1 is given, and
a new fragmentary set is generated. The new label makes
it possible to handle the situation where a new individual
appears. A similarity Si is calculated as

Si = Sim1 (xnew, Xi) =
(vnew

Tvj)
2

1 + γ(tnew − tj)
. (5)

where vnew is a feature vector of xnew; vj is a feature vector
of xj ∈ Xi acquired at the latest time tj ; tnew is a time of
xnew; γ is a constant value. The function Sim1 gives a large
similarity to Xi obtained near the time of xnew.

For transition from Layer 1 to Layer 2, Xi is translated
to Ynew when a constant time β1 passes as

Ynew ⇐ Xi if t− tj > β1 , (6)

where t is current time; tj is the time of the latest xj added
to Xi. Ynew is also defined as {x1, . . . , xm}. The transi-
tion corresponds to the situation where an individual moves
outside the area watched by the cameras.

False matching, in which face images of different indi-
viduals are wrongly linked together, can cause error in iden-
tification. To overcome this problem, threshold α1 in equa-
tion (4) is important. The threshold is determined by a prior
examination on a database in which all face images are la-
beled.



2.2. Layer 2 : Matching Between Cameras

Layer 2 generates a connected set for each individual by
matching fragmentary sets between cameras. Let Yi repre-
sent a fragmentary set stored in Layer 2 by current time. If
Ynew is obtained from Layer 1, then it is linked together to
the fragmentary set Yk of label k as

Yk ⇐ {Ynew} ∪ Yk . (7)

In order to determine k, a similarity Ti between Ynew and
Yi is evaluated as

k =

{
argmax

i
{Ti | i = 1, . . . , n} Tmax ≥ α2

n+ 1 otherwise
, (8)

where n is the number of fragmentary sets; α2 is a thresh-
old; Tmax is max{Ti | i = 1, . . . , n}. To calculate a sim-
ilarity Ti between Ynew and Yi, we use the Mutual Sub-
space Method (MSM) [25]. In MSM, a distribution is rep-
resented by a subspace generated from a set of face images
using principal component analysis. The basis vectors of
the subspace are the eigenvectors of a correlation matrix
A = 1/m

∑m
j=1 vjvj

T [14]. Let Ynew be the subspace of
Ynew and Yi be the subspace of Yi. The similarity Ti is
defined as

Ti = Sim2 (Ynew, Yi) = cos2 θ, (9)

where θ is the canonical angle between Yi and Ynew. If Yi
and Ynew are identical, θ equals 0. Let N be the dimension
of subspaces Yi and Ynew. The similarity cos2 θ is equal
to the largest eigenvalue λmax of a N × N matrix R using
Ra = λa. The element rpr of R is

∑N
q=1(ψT

p φq)(φTq ψr)
where ψp is the p-th basis vector of subspace Yi; φq is the
q-th basis vector of subspace Ynew.
Yi is translated to Znew for inputting to Layer 3 when

constant time β2 passes as

Znew ⇐ Yi if t− tj > β2 , (10)

where t is current time, and tj is the time of the latest xj
added to Yi.

2.3. Layer 3 : Face Identification

Layer 3 identifies the face by matching Znew to one of
the training sets using a similarity Ui between Znew and the
training set Zi of i-th individual as

Person =

{
argmax

i
{Ui | i = 1, . . . , h} Umax ≥ α3

unknown otherwise
,

(11)
where h is the number of training sets; Umax is
max{Ui | i = 1, . . . , h}; α3 is a threshold. To calcu-
late Ui we use the same function Sim2 in Layer 2. Ui is
Sim2 (Znew, Zi).

3. Improvement of MSM using Orthogonaliza-
tion

To improve the performance of MSM, we apply an or-
thogonalization process to the subspaces. An orthogonal-
ization process emphasizes the difference of the distribu-
tions between individuals reported in [7, 6, 11]. By the
orthogonalization process, a similarity becomes small be-
tween fragmentary sets generated from different individu-
als. Thus, false matching is decreased between the sets of
different individuals. For orthogonalization, this paper uses
a matrix O defined by a different formulation to [7, 6, 11].
O is generated by training subspaces registered in Layer 3.
Let a projection matrix Ci =

∑m′

p=1 ψipψ
T
ip be the training

subspace for the i-th individual from Zi. ψip is the p-th
basis vector of the training subspace of the i-th individual
and m′ is the number of the basis vectors of the training
subspace. O is defined as

O = BΛ−
1
2BT , (12)

whereB is a matrix consisting of the eigenvectors ofCall =

1/h
∑h

i=1 Ci; Λ is a diagonal matrix of the eigenvalues of
Call. The basis vector ψ̂p of the orthogonalized subspace is
calculated as

ψ̂p = Oψp (p = 1, . . . ,m′) , (13)

where ψp is the basis vector of subspace Yi. Note that ψ̂p

is not an orthonormal basis. Then, we apply the norm nor-
malization and Gram-Schmidt orthogonalization to ψ̂p. The
basis vector φq of subspace Ynew is also applied by O in
the same way. Finally, the canonical angle between the or-
thogonalized subspaces of Yi and Ynew is calculated using
MSM.

4. Empirical Evaluation
4.1. Recognition performance on a real-world

database

To illustrate the performance of the proposed method, we
have conducted experiments on recognition of moving peo-
ple using a real-world database. Firstly, Section 4.1.1 de-
scribes a real-world database and the measures used in eval-
uation. Secondly, Section 4.1.2 demonstrates recognition
performance using a set of face images from multiple cam-
eras. Thirdly, Section 4.1.3 demonstrates the effectiveness
of HISM by the simulation of multiple individuals moving
in a cluster.

4.1.1 Database and Measure for Evaluation

We collected video sequences of moving people for 349 in-
dividuals. In each video sequence, a single individual was



Figure 6. Camera setting to collect a real-world database for eval-
uation. Video sequences were collected for 349 individuals. Each
individual moved along the broken line from the start position near
the window to the end line near the door. Three cameras (C1, C2,
C3) were used.

C1

C2

C3

Distance from cameras

400cm 275cm 150cm

Figure 7. Sample frames of a video sequence of moving people in
a real-world database in Section 4.1.1. Although camera positions
are fixed, facial pose direction relatively changes from 22 degrees
to 54 degrees as an individual moves from 400 cm to 150 cm from
cameras.

Distance from cameras

Face images of

a video sequence

400cm 275cm 150cm

Figure 8. Samples of face images where pose is corrected in a
video sequence. Illumination on a face varies relatively due to
motion of subject though lighting sources are fixed.

moving. Three cameras (C1, C2, C3) were set as shown in
Figure 6. Each individual moved along the broken line from
the start position near the window to the end line near the
door. They continued to look straight ahead while moving.
For each individual, two video sequences were collected.

Table 1. Recognition performance in terms of RR and EER. The
number of moving people in a cluster simultaneously is only one.
(A) is frame-by-frame method using a single camera [23]. (B) is
frame-integration method using a single camera [25]. (C) and (D)
are frame-integration method using multiple cameras.

Condition Frame rate RR EER
(A) 15fps 80.3% 8.7%
(B) 15fps 93.7% 5.6%
(C) 15fps 98.6% 2.0%
(D) 5fps 97.4% 2.3%

One is for training data and the other is for test data. The
resolution of video sequences for each camera is 768×1024
pixels, and the frame rate is 15fps. A video sequence was
captured for intervals of 4 seconds. Figure 7 shows sample
frames of the video sequences and Figure 8 shows samples
of face images acquired from C1. Pose and illumination
are corrected for an extracted face image, scaled to 64× 64
pixels.

For evaluation we use the recognition rate (RR) and the
equal error rate (EER). RR is the probability that a self-
similarity from self-training data has the highest value com-
pared with other similarities from other training data. EER
is the probability that the false acceptance rate (FAR) equals
the false rejection rate (FRR) when α3 of Equation (11) is
used.

4.1.2 Evaluation of identification by a connected set
from multiple cameras.

This experiment demonstrates recognition performance of
the frame-integration method using multiple cameras. We
assume that all face images are matched correctly, which
is realized by limiting the number of moving people in a
cluster simultaneously to one. The evaluation of automatic
matching of face images is described in Section 4.1.3.

In order to compare the performance of identification for
a single moving individual, we conducted experiments un-
der three conditions:

(A). frame-by-frame method using a single camera (The
frame rate of a camera is 15 fps) [23],

(B). frame-integration method using a single camera (The
frame rate of a camera is 15 fps) [25],

(C). frame-integration method using multiple cameras (The
frame rate of each camera is 15 fps).

(D). frame-integration method using multiple cameras (The
frame rate of each camera is 5 fps).

In (A) the Subspace Method (SM)[23] was used. In SM,
a face image from each camera is a vector for test. Note that



O of Section 3 was applied to a test vector and a training
subspace to improve recognition performance. In (B) MSM
and a single camera[25] were used. A set of face images of
each camera is generated by matching of Layer 1. In (C)
and (D) MSM and multiple cameras were used. The frame
rate of each camera in (D) is one-third compared with that in
(C). O is applied to subspaces calculated from sets in (B),
(C), and (D). The dimension of v is 32 × 32 = 1024 by
down-sampling of a corrected face image in Layer 1. The
dimension of v is 16×16 = 256 by down-sampling the face
image again in Layer 2. For identification of Layer 3, the
dimension of a training subspace generated from a training
set Zi is 4. A training set for each individual is generated by
linking together face images of C1, C2, and C3 manually.
In (B), (C), and (D), if the number of face images in a set
is less than 4, the set is not considered for identification. In
this case, a test subspace cannot be generated from a moving
individual, and then a similarity is equal to zero for FRR and
RR.

Table 1 shows the evaluation result in terms of RR and
EER for each experimental condition. In (A) and (B) RR
and EER are average values calculated from each single
camera. We can see that the conditions (C) and (D) are
superior to the other conditions. In particular, (D) obtains
good performance under the low-frame-rate cameras com-
pared with (A) and (B). From this result, we believe that
a set of face images from multiple cameras has significant
effectiveness for identification.

Next, we demonstrate the effectiveness of an orthogonal-
ization process described in Section 3. We evaluated in the
same condition (C) except using a matrix O. In this condi-
tion, RR is 97.7% and EER is 2.9%. RR and EER in Table
1 (C) are superior to a method without an orthogonalization
process.

4.1.3 Evaluation of identification using HISM.

This experiment considers the situation where multiple in-
dividuals are moving side by side in a cluster simultane-
ously. Recognition performance is evaluated by changing
the combination of individuals in a cluster. This experiment
assumes that near-frontal faces are obtained in the case that
there are no occlusions because of the use of so many cam-
eras. This experiment uses the real-world database intro-
duced in Section 4.1.1. Using this database, we can simulate
to evaluate recognition performance with the large number
of individuals.

Firstly, M individuals were randomly selected from 349
individuals in a real-world database. Secondly, a face image
for each selected individual was input to Layer 1 at initial
time. After 66 milliseconds the next face image for each in-
dividual was input. M individuals were selected 200 times.
The parameters were set as α1 = 0.4, α2 = 0.4, β1 =

1 second, β2 = 3 seconds. The parameters were experi-
mentally determined to gain a probability of false matching
less than 0.1%. If false matching occurs, then we calculated
only FAR for mismatch as the correct correspondence for
identification is not defined.

To compare recognition performance for multiple indi-
viduals moving simultaneously, we used five experimental
conditions:

(i). frame-integration method using multiple cameras and
HISM (Proposed method),

(ii). frame-integration method using a single camera[25],

(iii). frame-by-frame method using a single camera[23],

(iv). frame-integration method using multiple cameras and
hierarchical clustering[4],

(v). frame-integration method using multiple cameras and
manual matching (Ground truth, Ideal performance).

(i), (ii) and (iv) linked together face images automatically
and (v) linked them together manually. (i) and (v) used a
connected set, (ii) used a fragmentary set, (iii) used a single
face image, and (iv) used a set X̂ of face images gener-
ated by hierarchical clustering[4]. We applied hierarchical
clustering to all face images of three cameras of selected
M individuals. For the clustering, we used a distance mea-
sure dmin(X̂a, X̂b) = min(1 − vT

i vj |vi ∈ xi ∈ X̂a,vj ∈
xj ∈ X̂b). The clustering was repeated until the minimum
distance was less than a threshold. The experimental con-
ditions of (iii) and (v) are equal to the conditions in Table
1(A) and (C) except the number of moving people M .

Figure 9 shows recognition performance in terms of RR
and EER versus the number of M . RR and EER of (i) are
superior to those of (ii), (iii), and (iv). However, (i) is infe-
rior to the ideal performance of (v). This appears to be be-
cause face images of the same individual are occasionally
not linked together. To improve recognition performance
we need to develop a method of matching more accurately.
EER of (ii) and (iv) is decreased compared with (iii). We
consider that, as a result of degradation, it frequently hap-
pens that a test subspace for identification cannot be gener-
ated since the number of face images in a set is less than 4.
This degradation does not arise in (i). From the results we
conclude that HISM is effective for recognition of moving
people.

4.2. Generation of a connected set under occlusion

This section demonstrates the effectiveness of the pro-
posed method for a video sequence including occlusion.
Occlusion frequently causes false matching in the case of
conventional tracking methods. For collecting a video se-
quence, two cameras were used in a corridor, with one being
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Figure 9. Recognition performance in terms of RR(%) and EER (%) with increasing the number of moving people M . The performance
is evaluated by simulating that multiple individuals are moving in a cluster simultaneously. (i) frame-integration method using multiple
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multiple cameras and manual matching (Ground truth, Ideal performance). Our method (i) yields better performance than the conventional
methods (ii) to (iv).
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Figure 10. Examples of frames in a video sequence of moving people with occlusion in Section 4.2. The pair of upper and lower images
are acquired at the same frame from different cameras.

placed on each wall. The video sequence includes three in-
dividuals moving in a cluster simultaneously and where oc-
clusion arises in each camera how one individual moves in
front of other individuals. Figure 10 shows sample frames
from the video sequence. The width of the passage is 160
cm and the height of the cameras from the floor is 110 cm.
We set the frame rate of each camera to 7.5fps and the res-
olution to 1024× 768 pixels. 68 face images were acquired
from the video sequence. Figure 11 shows a connected set
generated by HISM for each individual. In the result, the
number of face images in a set for individual 1 is 20, for
individual 2 is 19 , and for individual 3 is 24. Even though
an individual disappeared and reappeared, matching of face
images was successful and a connected set for each individ-
ual was generated correctly. From this result, we conclude
that our method can match face images even when occlu-
sion arises.

5. Conclusion

This paper presented a method for recognition of moving
people in which each individual was identified by the frame-
integration method using multiple cameras. The proposed
method matches face images of the same individual to gen-
erate a set of face images. The matching process is hierar-
chically divided into sub-processes. Each sub-process can
stably match face images by limiting the variation which
causes false matching. The experiment demonstrated the ef-
fectiveness of the proposed method on a real-world database
of 349 moving people.

In future work, we intend to evaluate recognition perfor-
mance by not only the simulation described in Section 4.1.3
but also in the case of actual video sequences in which oc-
clusion is addressed. Also, we intend to develop an auto-
matic method of determining parameters and a method of
determining the relative, but not exact, positions of multiple



Individual 1

Individual 2

Individual 3

Figure 11. Connected set for each individual generated from a video sequence of Figure 10. Face images of the same individual are matched
correctly.

cameras for high recognition performance.
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